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Abstract
In this article we consider the task of developing batteries for electric vehicles, 

and we use a tool that incorporates a real option model and Monte Carlo simula-

tion in order to define the best strategy for managing it. We assume that different 

levels of resources can be used to undertake the task, leading to different average 

advancement speeds and different costs, and that the level of resources being 

used may be changed according to the way the task is developing. We present a 

procedure that aims at identifying the strategies that maximize the net present 

value of the task. The approach is used in several different scenarios, in order to 

define some general rules that can help managers have an idea of the resources 

that may be available in the future, without endangering the maximization of the 

net present value of the crucial tasks.
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1. Introduction

Public opinion has been increasingly concerned with the harmful 

effects of carbon dioxide gas on the environment. Such concerns extend 

to several different industries and technologies that resort to fossil fuels, 

like the automotive industry. So, automobile manufacturers have been 

trying to develop vehicles based on cleaner energies, which have a lesser 

impact on the environment. Electric Vehicles (EVs) are such an alternative 

to fossil fuel powered cars.

To improve the autonomy of EVs and increase the demand for such 

vehicles, the development of efficient batteries is crucial. The batteries 

are so important to the EVs that the evolution of these vehicles seems 

to have been driven by the developments achieved in the batteries 

(Magalhães, 2013).

In this work, we propose to use EV battery development as an ap-

plication case for a financial valuation tool based on real options. We 

assume that the development of batteries is a uniform task, in the sense 

that it can be split into portions with identical characteristics, and that 

it is integrated into a major project consisting of developing a new EV. 

Such a task is subject to uncertainty, due to technical difficulties, market 

uncertainty and competitor actions, among others. Additionally, it is im-

portant to adapt the plan of action whenever unexpected events occur.

We assume that several different modes may be used to undertake this 

task, corresponding to the usage of different resources (e.g., different 

development teams), and leading to different costs and execution speeds. 

Managers have to decide which resources should be used to start the 

battery development, and in which circumstances it would be better to 

change the allocated resources. Each different combination of resources 

that can be used in the development process will be hereafter referred 

to as a “level of resources”, and it is characterized by a cost per unit of 

time and a stochastic speed of task advancement.

The tool we use in this article is based on real options theory and allows 

the definition of a resource allocation strategy. We define a strategy as a 

set of rules that determine which level of resources shall be chosen, at 
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each moment, and we aim to find the strategy that maximizes the value of 

the task of battery development. We assume that the advancement of the 

task is stochastic and that the project manager may change the level of 

resources allocated to the task while it is in progress. In order to identify 

the best strategy, the tool uses a method that allows the incorporation 

of operational flexibility and uncertainty in simulation-based valuation 

of projects or tasks: Least Squares Monte Carlo (originally proposed by 

Longstaff and Schwartz, 2001).

We present an evaluation exercise applied to a battery development 

task. We define several different scenarios, and extract some general 

conclusions by comparing the results achieved in these scenarios. We 

assume that a firm can either allocate a base team (Level 1) to this task 

or an enlarged team (Level 2) to undertake the task. These two alterna-

tives lead to different costs and different development speeds. We build 

alternative scenarios to illustrate the type of results that can be obtained, 

and the circumstances in which each level of resources will be used. In 

particular, we are able to identify several cases in which it seems to be 

optimal to keep using the same level of resources until the end of the 

task, and others in which it seems best to adapt the level of resources 

to the way the task is developing. These rules may help managers fore-

casting the resources they will need in the future.

This paper is structured as follows: section 2 reviews some literature 

about evaluating and managing projects in the presence of uncertainty. 

Section 3 presents a brief review of the characteristics of batteries used 

in EVs. Section 4 presents a summary of the model and the evaluation 

procedure underlying the evaluation tool. Section 5 shows an application 

of the evaluation tool and presents some results. Section 6 concludes.

2. Evaluating projects in the presence of uncertainty

Most projects are characterized by the possibility of adapting the 

plan of action, according to the way the project is developing or to the 

arrival of new information, that is, they are characterized by operational 
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flexibility. Adapting the actions in response to altered future conditions 

expands an investiment opportunity’s value, improving the upside po-

tential of the project and at the same time limiting the downside losses 

(Trigeorgis, 1993).

Traditional evaluation methods, such as the ones based on discounted 

cash flows, are not adequate to evaluate projects that have operational 

flexibility, because they assume a pre-determined and fixed plan (Yeo and 

Qiu, 2003). Furthermore, the realized cash flows will probably be different 

from what was expected, due to the uncertainty, the competitive interac-

tions and the change that characterizes the actual marketplace (Trigeorgis, 

1993). Real options methods take into account both operational flexibility 

and uncertainty, aiding the identification of the best decisions. A nice intro-

duction to real options theory can be found in Dixit and Pindyck (1993).

Real options theory allows us to determine the best sequence of de-

cisions to make in an uncertain environment, and provides the proper 

way to evaluate a project when such flexibility is present. The decisions 

are made according to the opportunities that appear along the project 

lifetime, which means that the optimal decision-path is chosen step by 

step, switching paths as events take place and opportunities appear 

(Cortazar et al., 2008). 

The models to evaluate real options can present some difficulties, 

like determining the model inputs, defining relations among the input 

parameters or being able to solve the option pricing algorithm (Santiago 

and Bifano, 2005). In spite of these difficulties, following a real options 

perspective may have a significantly positive impact in the financial 

performance of a firm.

Determining real option value depends on the type of option and on 

the type model that is considered but, in general, determining its exact 

value is a complex process. Often, numerical techniques, analytical approx-

imations or simulation are used to make the valuation process tractable. 

Simulation is an attractive tool to evaluate real options, because it allows 

us to consider the state variables as stochastic processes and, nowadays, 

the simulation techniques are simple, transparent and flexible (Longstaff 

and Schwartz, 2001). 
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 3. Characteristics of batteries for electric vehicles

The development of batteries has been slower than other areas of 

electronics (Zeng et al., 2014). To increase the efficiency of an EV, it is 

necessary to increase the number of batteries and, consequently, to in-

crease its weight and required power. 

There are many kinds of batteries, like lead-acid, nickel-cadmium (Ni-

Cd), nickel-metal hydride (NiMH) and lithium-ion batteries (LIBs) (Zeng 

et al., 2014). The last ones, LIBs, have presented some advantages, like 

higher energy density, higher cell voltage, less memory effect, low self-

-discharge, and very good life cycle, and are environmentally sound as 

well as simple to charge and maintain. Thus, these batteries are widely 

used in laptops, smartphones and other types of electronic devices. 

However, the usage of these kinds of batteries in electric vehicles still 

presents some difficulties, such as the need to increase their energy and 

power densities, improve their safety, and lower the cost (Su et al., 2014). 

Moreover, if there is no proper disposal for spent LIBs, the human health 

and environment can be endangered (Zeng et al., 2014). Several different 

recycling technologies have been developed for spent LIBs, but most of 

them are still in pilot state. 

Battery development tasks are therefore crucial processes for the 

makers of electric vehicles. In this paper, we consider a big industrial 

company striving to develop a new battery, but also having other tasks 

to which its Research and Development (R&D) staff may be allocated. 

The analysis of the better battery development strategies will result into 

a set of rules that may provide some general guidelines for the resource 

allocation policies of the company.

4. A model and an evaluation procedure for battery development 

We assume that the development of the batteries is a homogeneous 

task that can be divided into several portions, termed “work units”, with 

identical characteristics, which must be undertaken sequentially. We as-
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sume that the firm can allocate different levels of resources to the task. 

Different levels of resources may be related, for example, to different 

sizes of the team undertaking the task. Different levels of resources will 

lead to different costs and different development speeds. The benefits 

and costs resulting from completing the task will be related to the time 

it takes to undertake it.

We will now introduce the broad lines of the model. The detailed 

model can be found in Fialho (2013). 

4.1 Time to complete one work unit

Randomness is introduced in the task advancement process by as-

suming that the time it takes to complete each work unit follows an 

exponential distribution (other authors, like Folta and Miller, 2002, use 

similar assumptions). Thus, the time to complete one work unit using a 

given level of resources, k, is a random variable following exponential 

distribution, t(k). The average of this random variable is defined as the 

reciprocal of the average number of units completed in a unit of time, 

when using the level of resources k.

4.2 Cost of using a level of resources

Costs are related to the usage of different levels of resources. The 

costs per unit of time are deterministic, and assumed to grow at a con-

stant rate ρ. Considering a specific level of resources k, and defining ( )k
xC  

as the instantaneous cost at time x, we have ( ) ( )k k
x xdC C dxρ= . If level k is 

used at time x, we can say that the cost of using it in the next instant dx 

is ( )k
xC dx. Each time the level of resources changes, we assume that there 

is a “setup cost” incurred by the company. 
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4.3 Task worth

The concepts of task worth and instantaneous task worth are used to 

summarize the financial impacts derived from concluding the task. The 

task worth is the present value of the cash flows resulting from the task, 

at the moment of its completion, and the instantaneous task worth is the 

potential value of the task worth, if it were completed at a given moment. 

We model the evolution of the instantaneous task worth and, when the 

task is concluded, we have the effective task worth. Instantaneous task 

worth grows at a fixed rate, and it can have stochastic jumps due to 

“shocks” in the value of potential cash flows.

The instantaneous change in instantaneous task worth (R), in an instant 

of length dx is denoted as dR, and it can be modelled as: 

dR = αRdx+Rdq
Parameter α represents the growth rate of the instantaneous worth 

and dq represents a jump process. The occurrence of these jumps in 

instantaneous task worth is assumed to follow a Poisson process with 

parameter p. So, the value of dq can be defined as:

0,  with probability 1 – 
,  with probability 

p · dx
dq

u p  dx{= ·
Any probability distribution can be defined for u and, in fact, other 

models for the task worth could also be used since the evaluation pro-

cedure is based on simulation. For example, a stochastic term based on 

a Brownian motion could easily be included, as is common in many real 

options models. However, in this kind of projects, expectations about future 

revenues and costs do not usually change in a continuous fashion, since 

we are not dealing with goods traded in markets in which prices change 

continuously (like capital markets or commodity markets). Instead, sto-

chastic changes will usually be due to discrete events, like the entry of a 

competitor, shifts in the expected demand or technological changes, which 

may cause a significant instantaneous change in the expected cash flows.

If task completion takes longer, other risks and negative effects may 

affect the cash flows obtained by the company. For example, if a com-

petitor is able to introduce, earlier, a similar product in the market, like 
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new batteries, or even new electric cars, there may be a significant neg-

ative impact in the company cash flows. These effects are incorporated 

in the model through a penalty. This penalty is expressed by a function 

g(x), where x denotes the time. This function is positive, decreasing, and 

it takes values from the interval [0,1]. If the task finishes at time x, the 

value of the instantaneous task worth, as defined before, is multiplied 

by g(x), in order to get the task worth. Notice that the absence of such 

penalty can be taken into account by defining g(x)=1, for all x.

4.4 Net present value

The net present value of the task is calculated by discounting all the 

costs regarding the use of the resource levels, as well as the final task 

worth, to the moment the task starts, using an appropriate discount rate. 

Given the stochastic nature of the model, we have to use the expected 

value for the net present value. Concretely, and since we use simulation, 

a set of paths is simulated, the best strategy and the corresponding net 

present value are determined for each one, and finally and average of 

these net present values is calculated.

4.5 Procedure for determining the best strategy 

The procedure we use aims to define the optimal strategy to execute 

a task, in particular the development of batteries for an electric car. The 

objective of the procedure is to choose which level of resources should 

be used at each moment, taking into account the way the task is develop-

ing, in order to maximize the task value. In order to find the best levels 

of resources, we use a method similar to the Least Squares Monte Carlo 

(LSMC, Longstaff and Schwartz, 2001). 

LSMC can be applied to estimate the value of real options. It con-

structs regression functions to explain the payoffs for the continuation 

of an option through the values of the state variables. A set of simulated 
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paths of the state variables is generated. With the simulated paths, the 

optimal decisions are defined for the last period. From these decisions, 

a conditional function is built, for the penultimate period, which defines 

the expected value taking into account the optimal decisions of the last 

period and the values of the state variables. With this function, optimal 

decisions are defined for the penultimate period. The process continues 

by backward induction until the first period is reached. The use of simu-

lation allows integrating different state variables in an easy way. 

The procedure we follow is based on LSMC, but some adaptations were 

necessary. We start by building many paths, with different strategies. The 

strategies used to build the paths include executing all work units with 

the same level of resources or using different levels of resources to finish 

the task. For each strategy, and for each path, we simulate the values of 

the time to execute the task, using the model presented in the previous 

section. With the time elapsed and the levels of resources utilized, we 

can determine the costs, and through the model for the instantaneous 

task worth, we also simulate the values for the task worth. Finally, we 

determine the net present value of the task, for each path and for each 

work unit.

In this procedure, we build, by backward induction and for all work 

units, regression functions for the values previously calculated for the 

paths. These functions explain the net present value of the task as a 

function of different state variables: the elapsed time, the instantaneous 

task worth, the number of work units already finished and the level of 

resources being used. For the first work unit, by definition, there is no 

path-dependent conditional information. In order to determine the best 

resource level to use in the first work unit, a specific level of resources 

(any level) is initially assumed. With the regression functions estimated 

for the following work units, the best strategy and the corresponding net 

present value at the beginning of the task are defined for all paths, and 

the average net present value obtained by starting to use that resource 

level is calculated. The process is repeated, assuming the task starts with 

each possible resource level, and the level leading to the largest net pres-

ent value is selected as the best one. After this procedure, the regression 
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functions allow defining rules which can guide management in deciding 

which strategy to use at each moment, under each set of conditions (as 

defined by the state variables). More details about this procedure can be 

found in Fialho (2013).

5. Application of the model to battery development

This evaluation exercise intends to illustrate the type of results that a 

real options model, based on Monte Carlo simulation, can provide when 

it is applied to a battery development task. Using the previously outlined 

model and procedure, we will analyse the patterns that can be found in 

the selection of the best levels of resources to use at each moment, con-

sidering the objective of maximizing the net present value of the benefits 

and costs related to the task. In the simulations, we consider that the task 

is divided into 20 work units, and we use 2100 paths. We also assume 

that the firm can either allocate a base team to this task (we denote this 

possibility as level 1 of resource usage) or an enlarged team (we denote 

this possibility as level 2 of resource usage). These two alternatives lead 

to different costs and different development speeds.

We define several different scenarios, and extract some general conclu-

sions by comparing the results achieved in these scenarios. The different 

scenarios are built around a base case (or base scenario), which we will 

now describe. We consider a time unit of one fortnight (two weeks) and 

assume that, for each level of resources, the costs per unit of time are 

deterministic. In order to simplify the presentation of results, we consider 

a monetary unit (m.u.) of $5 000.

Level 1 of resource usage is assumed to have a cost that initially 

amounts to 10 m.u. per unit of time, and to allow the conclusion of an 

average of 1.5 work units per unit of time. Level 2 allows faster, but more 

expensive, development of the batteries: its cost initially amounts to 25 

m.u. per unit of time, and it allows the conclusion of an average of 2.5 

work units per unit of time. The setup cost is equal to the cost of using 

the new level of resources for one unit of time.
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Costs are assumed to grow at a rate of 0.06% per fortnight (approxi-

mately the United States inflation rate in 2013). The discount rate, r, is 

assumed to be 8% per year (approximately the weighted average cost of 

capital of the auto & truck industry in the United States in the beginning 

of 2014, according to Damodaran, 2015). This leads to a discount rate of 

about 0.31% per fortnight.

We assume the instantaneous task worth to be 2 000 m.u. at the be-

ginning of the task (that is, $10 000 000). The occurrence of stochastic 

jumps is modelled according to a Poisson process with a rate of 0.4, and 

each jump changes the instantaneous task work by a percentage given 

by a uniform distribution, with a minimum of 20% and a maximum of 

+20%. The task worth penalty (function g(x), which penalizes the task 

worth as a function of the conclusion time) is defined in the following 

way: in the initial 8 units of time (16 weeks), the penalty is 0.625% per 

unit of time; for the subsequent 7 units of time (14 weeks), there is a 

penalty of 0.714% per unit of time; if the task takes more than 15 units 

of time (30 weeks) to be completed, we assume a fixed penalty of 10%.

We have chosen to build alternative scenarios to understand the type 

of results that will be obtained, and the circumstances in which each 

level of resources will be used. Scenarios were built by considering two 

alternative levels (beyond the base case value) for each of four parameters. 

These parameters are the costs of resource level 2 per unit of time (C2), 

the task advancement per time unit in level 2 (A2), the instantaneous 

task worth at the beginning of the task (R0) and the task worth penalty 

(Pen). For each of these parameters, three levels were considered: a “high 

level” (H), a “medium level” (M), which is the parameter value in the 

base scenario, and a “low level” (L). This led to a total of 81 scenarios.

For the low level (L) of these parameters, we use the following values: 

for a low C2, we use costs of 15 u.m. per unit of time; for a low A2, we 

use an average advancement rate of 1.8 work units per unit of time; for a 

low R0, we use 500 m.u.; and, for a low penalty (Pen), we use a function 

defining a penalty of 0.250% per time unit in the initial 8 units of time, 

0.429% per time unit for the subsequent 7 units and a fixed penalty of 

5% if the task takes more than 15 units of time. For the high level (H) 
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of these parameters, we use the following values: for a high C2, we use 

costs of 40 m.u. per unit of time; for a high A2, we use an average ad-

vancement rate of 4 work units per unit of time; for a high R0, we use 

10 000 m.u.; and, for a high penalty (Pen), we use a function defining 

a penalty of 1.25% per time unit in the initial 8 units of time, 2.86% per 

time unit for the subsequent 7 units and a fixed penalty of 30% if the 

task takes more than 15 units of time.

We started by analysing the base scenario, and we initially focused 

on resource usage as a function of the percentage of work that is com-

pleted. The results we obtained, after applying the evaluation procedure 

and obtaining the best strategy, show that level 2 should be used at the 

beginning of the task and, while the task is progressing, level 2 is often 

replaced by level 1 (Fig. 1).

The probability of choosing level 1, when 25%, 50%, 75% e 90% of the 

work is completed, is 54.57%, 58.86%, 59.29% and 59.57%, respectively, 

when the best strategy is used.

Next we focused on the level of resources that should be being used 

at each time. We concluded that the average time to finish the task is 10.9 

units of time and, under the best strategy, the probability of finishing 

the task after 5, 10 and 15 units of time is 0.57%, 4.43% and 89.43%, 

respectively. Figure 2 summarizes the probability of using the different 

levels of resources as a function of elapsed time.

 

Figure 1: Probability of using each level of resources, for various levels 
of task completion, in the base scenario.
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Figure 2: Probabilty of using each level of resources and of finishing 
the task, as a function of the elapsed time.

We then analysed what would happen in the alternative scenarios de-

fined by considering the alternative parameter values (L and H), defined 

before, in order to derive some general rules that may provide managers 

an idea of what to expect concerning resource usage in the optimal 

strategy, which maximizes the expected net present value of the task.

At the outset, a larger usage of resource level 2 is expected to lead to 

a higher probability of completing the task sooner, since level 2 allows 

a faster average advancement rate of the task. We expect that higher 

costs of using resource level 2 and lower advancement when using this 

resource level will lead to a larger utilization of level 1, since they will 

make level 1 more attractive when compared to level 2. A lower initial 

task worth and a lower penalty for late completion are also expected to 

favour usage of resource level 1, since they will reduce the the financial 

benefit of concluding the task earlier. 

In order to verify whether our initial expectations would hold, we 

analysed which level of resources was used in the beginning of the task 

and the probability of each level of resources being used when different 

portions of the task were completed. We also analysed what level of re-

sources was being used, or if the task was completed, at different times.

We can point out some scenarios in which level 1 is used exclusive-

ly, or almost exclusively. These scenarios are shown in Table 1, in the 

appendix. Notice that, as expected, the probability of task completion is 



124

similar in all these scenarios, since the average task advancement with 

level 1 is not changed among different scenarios, and these scenarios 

use almost exclusively this level.

There is an interpretation for all the scenarios in Table 1: they corres-

pond to the cases in which the additional benefit of using level 2 does 

not cover the additional costs. This is usually the case when the costs of 

level 2 (C2) are high and the average task advancement (A2) is low in this 

level - level 1 is almost exclusively used in these scenarios, except when 

both the initial instantaneous task worth (R0) and the penalty (Pen) are 

high. When C2 is high and A2 is medium, level 1 is almost exclusively 

used both when R0 is low and when R0 is medium and Pen is not high. 

When both C2 and A2 are high, level 1 is almost exclusively used only 

in the case in which both R0 and Pen are low.

When C2 is medium, level 1 is almost exclusively used when: both A2 

and R0 are low; A2 is low and R0 is medium; A2 is medium and R0 is 

low; both A2 and Pen are low. Finally, when C2 is low, level 1 is almost 

exclusively used only if A2 is low and either R0 is low or Pen is low 

with a medium R0.

Summarizing these results, we can say that a low A2 (a low benefit 

in the task advancement speed) seems to be the main driver for using 

level 1 almost exclusively, occurring in 19 out of the 29 scenarios. The 

following most important factors seems to be low R0, which takes place 

in 17 scenarios, and high cost C2, which occurs in 15 scenarios. A lower 

penalty also has some influence in using level 1 almost exclusively, but 

such influence is smaller, with just 12 scenarios showing it. Notice that 

these results confirm the prior expectations that low A2, R0 and Pen, and 

high C2 favour the utilization of resource level 1.

Considering now the scenarios in which level 2 is used almost ex-

clusively, we find 41 such scenarios, which are shown in Table 2, in 

the appendix. They correspond to the cases in which there is a large 

enough benefit of using level 2 to cover the additional costs of using 

this resource level. 



125

Making a summarized analysis of the results, high average task advance-

ment in level 2 seems to be the main driver for using level 2 almost 

exclusively, occurring in 22 out of the 41 scenarios. A low cost in level 

2 and a high penalty occur in 20 scenarios, and are the following most 

important factors. A high initial instantaneous task worth also plays some 

role in the almost exclusive use of level 2, taking place in 17 scenarios. 

These results are also in accordance to the initial expectations.

There are 5 scenarios in which level 1 is used at the outset of the task, 

and level 2 has, subsequently, a significant probability of being selected. 

These scenarios are shown in Table 3 (in the appendix). In Table 4 (in 

the appendix) we show the 6 scenarios (including the base scenario) 

in which level 2 is used at the beginning of the task, and level 1 has, 

subsequently, a significant probability of being used. All these scenarios 

correspond to intermediate situations in which there is some balance in 

the costs and benefits of using level 2.

The results we obtained confirm the initial expectations, and also show 

the relative importance of the factors driving the choice of resource levels, 

and what can be expected in several different situations. In general, the 

benefit of level 2 in relation to level 1, in terms of advancement speed, 

seems to be the main driver for the choice of resource level. These re-

sults may help managers understanding what they can expect regarding 

optimal resource utilization, making it easier to formulate expectations 

concerning future resource availability, without hampering the maximi-

zation of the net present value of crucial tasks.

6. Conclusions and future research

In this article we consider an approach for defining the best strategy 

for managing a task, taking into account the maximization of the financial 

net present value, and apply it to an example of battery development for 

electric vehicles. This approach assumes that several different processes 

can be used to develop the task, characterized by different levels of re-

sources, and leading to different average task advancement speed and 
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different costs. The approach allows the definition of rules that allow the 

identification of the best level of resources to be used under each set of 

circumstances, using a procedure based in LSMC. 

The approach is used in several different scenarios, in order to un-

derstand the type of management rules that would define the best levels 

of resources in a battery development project. In particular, we are able 

to identify several cases in which it seems to be optimal to keep using 

the same level of resources until the end of the task, and others in which 

it seems best to adapt the level of resources to the way the task is de-

veloping. These rules may help managers forecasting the resources that 

they will need in the future, without endangering the maximization of 

the net present value of the most important tasks.

In the future, it would be useful to apply this approach to case study 

data from a producer of batteries for electric vehicles. This would also 

allow us to assess the difficulties in calibrating the model and to apply 

the optimal decisions identified by the model.

It will also be important to incorporate other options that may be 

relevant for these kinds of tasks, like the abandonment option and the 

option to delay the beginning of the task. Finally, it is of great relevance 

to integrate a set of interdependent tasks with this approach, in order 

to define the best decisions for complete projects, like the project of 

developing a new electric vehicle.
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aPPENDiX

Table 1: Most relevant results concerning the scenarios in which level 1 
is used at the beginning of the task, and it is also used exclusively (or 

almost exclusively) throughout the task.

Probability of level 1 being used 
when a percentage x of the task is 

completed (in %)

Probability of the task being 
completed for different mo-

ments T (in %)

C2 A2 R0 Pen x=25% x=50% x=90% T=5 T=10 T=15

L L L L 100.0 100.0 100.0 0.0 12.3 74.3

L L L M 100.0 100.0 100.0 0.0 12.1 73.6

L L L H 100.0 100.0 100.0 0.0 14.6 73.0

L L M L 99.9 98.6 98.9 0.0 13.3 73.3

M L L L 100.0 100.0 100.0 0.0 11.3 73.9

M L L M 100.0 100.0 100.0 0.0 9.7 72.1

M L L H 100.0 100.0 100.0 0.0 11.3 73.9

M L M L 100.0 100.0 100.0 0.0 11.3 73.9

M L M M 100.0 100.0 99.7 0.1 14.0 71.9

M L M H 100.0 99.6 99.4 0.0 13.1 70.4

M L H L 98.6 96.3 99.4 0.0 12.7 73.2

M M L L 100.0 100.0 100.0 0.0 13.7 72.9

M M L M 100.0 100.0 100.0 0.0 13.7 72.9

M M L H 98.9 98.6 98.4 0.0 13.0 70.1

H L L L 100.0 100.0 100.0 0.0 14.1 75.0

H L L M 100.0 100.0 100.0 0.0 9.7 72.1

H L L H 100.0 100.0 100.0 0.0 13.9 71.7

H L M L 100.0 100.0 100.0 0.0 11.7 72.0

H L M M 100.0 100.0 100.0 0.0 13.7 72.4

H L M H 100.0 100.0 100.0 0.0 14.3 76.0

H L H L 100.0 99.6 99.9 0.0 11.7 72.0

H L H M 97.3 100.0 99.7 0.1 11.9 72.0

H M L L 100.0 100.0 100.0 0.0 12.6 75.1

H M L M 100.0 100.0 100.0 0.0 13.4 74.9

H M L H 100.0 100.0 100.0 0.0 12.7 73.9

H M M L 100.0 99.7 100.0 0.0 13.4 70.4

H M M M 99.7 100.0 99.6 0.0 13.4 73.9

H H L L 100.0 100.0 100.0 0.0 13.9 73.0

H H L M 100.0 99.7 99.7 0.0 11.00 73.3
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Table 2: Most relevant results concerning the scenarios in which level 2 
is used at the beginning of the task, and it is also used exclusively (or 

almost exclusively) throughout the task.

Probability of level 2 being used 
when a percentage x of the task is 

completed (in %)

Probability of the task being 
completed for different mo-

ments T (in %)
C2 A2 R0 Pen x=25% x=50% x=90% T=5 T=10 T=15
H H H H 99.4 95.3 99.7 49.2 99.9 100.0
H H H M 96.7 98.9 98.0 47.6 99.6 99.9
H H M H 99.7 100.0 98.6 53.1 100.0 100.0
H H M M 99.0 99.1 94.0 51.2 99.0 99.9
H H L H 100.0 97.4 93.7 47.2 98.6 100.0
H M H H 99.7 99.7 99.4 2.4 86.7 99.9
H M M H 99.6 97.9 92.6 1.4 84.7 99.6
H L H H 98.1 94.9 94.0 0.0 35.4 93.0
M H H H 100.0 100.0 99.7 53.4 100.0 100.0
M H H M 100.0 100.0 100.0 52.3 100.0 100.0
M H M H 100.0 100.0 100.0 52.1 100.0 100.0
M H M M 99.7 100.0 99.4 49.4 99.9 100.0
M H M L 99.4 99.4 96.0 52.9 99.3 99.7
M H L H 100.0 100.0 100.0 56.0 100.0 100.0
M H L M 100.0 100.0 100.0 55.6 99.0 100.0
M H L L 100.0 100.0 100.0 56.6 100.0 100.0
M M H H 100.0 100.0 100.0 1.6 85.4 100.0
M M H M 94.6 100.0 98.6 2.3 88.1 99.9
M M H L 97.0 98.1 95.4 1.6 85.0 99.6
M M M H 100.0 100.0 100.0 2.4 88.4 99.9
M L H H 99.9 97.7 96.6 0.1 33.9 93.4
L H H H 100.0 100.0 97.7 50.0 100.0 100.0
L H H M 99.9 100.0 100.0 49.9 100.0 100.0
L H H L 97.0 98.9 100.0 48.4 99.0 100.0
L H M H 99.9 100.0 100.0 53.3 100.0 100.0
L H M M 100.0 100.0 100.0 50.9 100.0 100.0
L H M L 99.9 99.9 99.6 54.4 100.0 100.0
L H L H 100.0 100.0 100.0 53.0 100.0 100.0
L H L M 100.0 100.0 100.0 54.3 99.9 100.0
L H L L 100.0 100.0 100.0 53.0 100.0 100.0
L M H H 100.0 99.9 99.9 2.3 88.0 100.0
L M H M 91.1 96.6 97.1 2.8 86.0 98.9
L M H L 82.7 96.9 100.0 2.0 79.7 99.4
L M M H 100.0 100.0 100.0 3.9 88.0 100.0
L M M M 100.0 100.0 100.0 3.4 86.6 99.9
L M M L 97.0 99.0 97.1 3.1 86.4 99.3
L M L H 100.0 100.0 100.0 4.1 87.3 99.7
L M L M 100.0 99.7 99.7 4.2 87.3 99.6
L M L L 100.0 100.0 99.9 2.7 87.1 99.9
L L M H 98.4 99.1 98.7 0.3 51.2 94.3
L L H H 100.0 100.0 99.7 0 20.6 92.6
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Table 3: Most relevant results concerning the scenarios in which level 1 
is used at the beginning of the task, and there is a significant probabili-

ty of level 2 being used throughout the task.

Probability of level 1 being used when a per-
centage x of the task is completed (in %)

C2 A2 R0 Pen x=25% x=50% x=75% x=90%

L L M M 94.00 93.57 93.71 93.71

L L H L 55.57 49.71 39.57 35.57

M L H M 98.86 88.71 87.57 88.29

H M H L 79.57 54.86 49.43 55.14

H H M L 91.71 94.57 94.57 99.00

Probability of level 1 being in 
use in different moments T (in 

%)

Probability of level 2 being in 
use in different moments T (in 

%)

C2 A2 R0 Pen T=5 T=10 T=15 T=5 T=10 T=15

L L M M 92.43 82.14 24.57 5.00 7.43 0.71

L L H L 57.00 28.00 3.00 51.71 43.00 10.86

M L H M 88.71 80.86 25.57 3.57 11.29 1.71

H M H L 66.71 47.43 14.29 13.57 33.14 0.00

H H M L 95.28 84.14 24.00 0.71 4.71 0.29

Table 4: Most relevant results concerning the scenarios in which level 2 
is used at the beginning of the task, and there is a significant 

probability of level 1 being used throughout the task.

Probability of level 1 being used when a per-
centage x of the task is completed (in %)

C2 A2 R0 Pen x=25% x=50% x=75% x=90%

L L H M 12.29 23.43 22.29 16.43

M M M L 2.14 29.86 46.14 44.14

M M M M 54.57 58.86 59.29 59.57

M H H L 23.29 8.29 15.43 9.43

H M H M 20.43 12.86 13.00 16.43

H H H L 32.71 32.71 2.29 3.14

Probability of level 1 being in 
use in different moments T (in 

%)

Probability of level 2 being in 
use in different moments T (in 

%)

C2 A2 R0 Pen T=5 T=10 T=15 T=5 T=10 T=15

L L H M 20.29 20.71 8.00 79.71 46.29 3.00

M M M L 46.43 13.86 0.00 53.57 22.29 0.43

M M M M 58.43 47.86 10.57 41.00 8.71 0.00

M H H L 16.00 0.71 0.14 53.00 1.29 0.83

H M H M 19.14 13.29 4.00 79.14 10.71 0.14

H H H L 30.29 3.14 2.28 36.71 5.29 0.00
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